Data-driven discharge analysis: a case study for the Wernersbach catchment, Germany
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ABSTRACT. This study focuses on precipitation-discharge data-driven models, with regression analysis between the weighted maximum rainfall and maximum discharge of flood events. It is also the first of its kind investigation for the Wernersbach catchment, which incorporates data-driven models in order to evaluate the suitability of the model in simulating the discharge from the catchment and provide good insights for future studies. The input parameters are hydrological and climate data collected from 2001 to 2009, including precipitation, rainfall-runoff and soil moisture. The statistical regression and artificial neural network models used are based on a data-driven multiple linear regression technique, and the same input parameters are applied for validation and calibration. The artificial neural network model has one hidden layer with a sigmoidal activation function and uses a linear activation function in the output layer. The artificial neural network is observed to model 0.7% and 0.5% of values, with and without extreme values respectively. With less than 1% error, the artificial neural network is observed to predict extreme events better compared to the conventional statistical regression model and is also better suited to the tasks of rainfall-runoff and flood forecasting. It is presumed that in the future this study’s conclusions would form the basis for more complex and detailed studies for the same catchment area.

KEYWORDS: Artificial Neural Networks, data-driven modelling, event-based coefficient of rainfall-runoff, precipitation, multi-correlation analysis, soil moisture content.
1. INTRODUCTION

The transformation of rain into a runoff is a complex process that is difficult to fully understand (Hsu et al. 1995; Humphrey et al. 2016). The challenges faced are mainly linked to the non-stationary features of the phenomenon (e.g. trends, seasonality, and jumps) and a highly non-linear relationship between discharge and its driving variables (Cannas et al. 2006; Nourani et al. 2011). Hence, a reliable model for the simulation and prediction of the rainfall-runoff process is in demand, providing important information for integrated water resource management and planning.

With recent developments in computational intelligence, there has been a rapid expansion in the capabilities of empirical modelling, and in particular, in data-driven modelling (DDM). DDM is a fundamental analysis technique that uses the data characteristics of a system and requires less input as parameters compared to other models (Solomatine et al. 2008). As an empirical model, it applies mathematical equations in the analysis of concurrent input and output time series, for example, linear and multi-linear regressions (Clarke 1994).

The most popular computational techniques include artificial neural network (ANN) models, fuzzy rule-based systems (FRBSs), genetic algorithms (GAs), and approaches to model integration. ANN have been successfully applied in modelling rainfall-runoff processes e.g. Hsu et al. (1995), Minns and Hall (1996), Dawson and Wilby (1998), Dibike et al. (1999), Abrahart and See (2000), Abrahart et al. (2008). More specifically, Solomatine and Avila Torres (1996) replicated the behaviour of river basin hydrodynamic/hydrological models and proposed the optimal control of a reservoir, while Bhattacharya and Solomatine (2003) and Sudheer and Jain (2003) modelled stage-discharge relationships.

FRBSs have been successfully applied for drought assessment (Pestie et al. 1996), the prediction of precipitation events (Abebe et al. 2000b), the analysis of groundwater model uncertainty (Abebe et al. 2000a), the control of water levels in polder areas (Lobbrecht, Solomatine 1999) and the modelling rainfall-discharge dynamics (Vernieuwe et al. 2005). Moreover, GAs have been used to optimise DDM techniques, such as neural networks (Yao, Liu 1997). Khu et al. (2001) applied genetic programming to real-time runoff forecasting for a catchment in France, while Giustolisi and Savic (2006) used evolutionary regression for groundwater and river temperature modelling.

The objective of our study is to perform a first of its kind investigation for the Wernersbach catchment, based on an approach incorporating two data-driven models, namely a statistical regression model and an artificial neural network model, in order to validate and add to better understanding on the suitability of the models for the catchment’s discharge simulations. It also aims to provide good insights for future studies that would incorporate its conclusion and develop on its limitations for future research studies.

2. STUDY AREA AND METHODOLOGY

The catchment area of the Wernersbach is located approximately 25 km southwest of Dresden, in the north-western region of the landscape conservation area of Tharandt Forest and the eastern part of the Ore Mountains (latitude 50°58’N, longitude 13°28’E). The area covers 4.6 km² and with an altitude above sea level within the range of 323-424 m.

The location of the catchment is depicted at the top left-hand side of in Figure 1, with the catchment location marked in red on the political boundary of Germany. In addition to this, Figure 1 presents the boundary of the Wernersbach catchment in purple and the river and surrounding areas in dark green.

The local topography and the dominance of forestry as the land usage type are observed in the upper surface of the paleorhyolite (porphyry), weathering products exhibit strong cohesive properties. During the early cretaceous, small low-binder sandstones with embedded clay horizons were present in the area. These sandstones are effective in water management. At the layer boundaries of the sandstone and the porphyry layer sources, water discharges are also recorded. Moreover, further marine sandstone deposits have been preserved from the transitional time (i.e. the early cretaceous to the late cretaceous), with weathering products that are prone to frost formation.

The Wernersbach area is used exclusively for forestry purposes. Spruce is widely predominant and is used to strike other conifers and deciduous trees. In order to improve growth conditions for the forest stands at locations affected by water pollution, a dense net-
work of artificial drainage trenches has been constructed (Bernhofer 2002).

The natural conditions of the Wernersbach catchment make it a suitable study area for the quantification and measurement of the water balance in space and time. The water balance components of the catchment are presented in Table 1.

This study uses climate and hydrological data from the Wernersbach catchment collected from 2001 to 2009. All data was initially stored on-site in data loggers and has a temporal resolution of one day. Field observation measurements used for the runoff models include the depth to groundwater table, precipitation, and soil moisture at 30 and 60 cm and discharge.

2.1. ARTIFICIAL NEURAL NETWORK

ANN technology is a computational approach inspired by studies of the brain and nervous systems (Luk et al. 2001). The ANN technique has a number of interconnected processing elements that generally operate in parallel with regular configurations. These neural networks are capable of modelling both linear and non-linear systems (Riad et al. 2004).

There are two types of artificial neural networks: (i) the feed-forward neural network; (ii) recurrent/feedback networks. The multi-layer field network (MLF) is a typical feed-forward network where adjusted weight coefficients are calculated and outputs are highly accurate (Svozil et al. 1997). A very simple model based on historical data, namely, drawing a line to best separate between critical and non-critical conditions, is used for the MLF. The possible applications of this model include flash flood susceptibility analysis, evaluating the multi-correlation function between rainfall and runoff, soil moisture and the precipitation of a hydrological catchment area.

An MLF neural network consists of neurons that are ordered into layers. The first layer is denoted as the input layer, the last layer is the output layer, and the layers in between are hidden layers (Svozil et al. 1997). The model used in this study, presented in Figure 2, has one hidden layer with sigmoidal activation function, and a linear activation function in the output layer. The network is prepared using a simple error backpropagation algorithm.

2.2. REGRESSION ANALYSIS

The regression analysis in its simplest form uses two variables, one as the dependent variable and the other as the independent variable, thus making it possible to study the cause and effect of the relationship. A linear regression model that involves more than one independent variable is known as a multiple linear regression (MLR) model. Multiple regression analysis is used to establish the statistical relationship between one dependent variable and one or more independent variables $X_1, X_2, …, X_p$ and is of the form (1) (Jaya Rami Reddy 2013) the multiple regression equation. The term linear is used because equation (1) is a linear function of the unknown parameters $b_0, b_1, …, b_p$:

$$Y = b_0 + b_1 X_1 + b_2 X_2 + … + b_p X_p \quad (1)$$

In non-linear regression analysis, the dependent variables are modelled as a non-linear function of the model parameters and one or more independent variables (Bilgili 2010). The multiple non-linear regression model (MNLR) is a simple and efficient method in producing more accurate maximum daily discharge predictions compared to the ANN, the adaptive neuro-fuzzy interference system and the MLR (Rezaei-anzadeh et al. 2014). The multiple non-linear regression equation generally is of the form (Jaya Rami Reddy 2013):

$$Y = b_0 X_1^{b_1} X_2^{b_2} \ldots X_p^{b_p} \quad (2)$$

where $b_0, b_1, …, b_p$ are the parameters of the non-linear relationship. Multiple non-linear regression problems can be linearized using simple logarithmic transformation by taking the logarithms of both sides of equation (2) (Jaya Rami Reddy 2013):

$$\ln Y = \ln b_0 + b_1 \ln X_1 + b_2 \ln X_2 + \ldots + b_p \ln X_p \quad (3)$$

Moreover, the regression of $\ln Y$ on $\ln X_1, \ln X_2, …, \ln X_p$ is utilized for estimating $b_0, b_1, …, b_p$.

2.3. MODEL VERIFICATION

A statistical evaluation method can provide an indication of the best model, while the graphical and hydrological interpretation of the presented datasets and models can evaluate this simplistic indication. Based on their soundness and robustness, traditional log-log rating curves have been observed to be superior, regardless of their poor goodness-of-fit statistics (Abrahart et al. 2011).

2.4. AREAL PRECIPITATION

The Thiessen polygon method introduced by Thiessen (1911), is used here to determine the average amount of precipitation over the study area. It is a graphical technique that calculates areas relating to specifically placed rain gauges, deriving an areal value plus a reference, resulting in polygons within polygons (see Fig. 3).

3. GENERAL STUDY APPROACH

We assume an ideal prognosis using the observed precipitation and soil moisture data. This ideal prognosis of the meteorological input allows us to neglect prognosis uncertainties, which are mostly connected to modelled precipitation from dynamic weather forecast models. Therefore, the resulting model performances are mainly defined by the approaches themselves, rather than by accuracy of the data.

The basic architecture of the approach used in this study is presented in Figure 2. The three

---

Table 1. Water balance components of the catchment Wernersbach (Goldberg, Bernhofer 2007)

<table>
<thead>
<tr>
<th>Water Balance Components</th>
<th>Measure</th>
<th>Unit(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation</td>
<td>847</td>
<td>mm</td>
</tr>
<tr>
<td>Runoff</td>
<td>240</td>
<td>mm</td>
</tr>
<tr>
<td>Evapotranspiration</td>
<td>607</td>
<td>mm</td>
</tr>
<tr>
<td>Minimum runoff (mean)</td>
<td>2.5</td>
<td>ltr/sec</td>
</tr>
<tr>
<td>Mean runoff</td>
<td>3.5</td>
<td>ltr/sec</td>
</tr>
<tr>
<td>Maximum runoff (mean)</td>
<td>1,228</td>
<td>ltr/sec</td>
</tr>
<tr>
<td>Maximum runoff (estimated)</td>
<td>80,00-10,000 (13.08.2002)</td>
<td>ltr/sec</td>
</tr>
</tbody>
</table>
white boxes demonstrate the three basic steps, i.e. the data, the data-driven model and the result. The three grey boxes show the sub-routines. The first step consists of inputs that can influence the output, i.e. precipitation, previous day discharge, and soil moisture. The second step consists of the models used to analyze the inputs. The last or output step consists of the predicted values or results, i.e. present day discharge.

The validation strategy was used to create statistically robust results from 100 randomly chosen subsets, in order to quantify the impact of extremes in the prediction. Performance indices were used to compare the performance of both models, namely the coefficient of determination (4), the root mean square error (RMSE) (5) and the mean absolute percentage error (MAPE) (6).

\[
R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2} \tag{4}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n}(y_i - \hat{y}_i)^2} \tag{5}
\]

\[
MAPE = 100 \% \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \tag{6}
\]

In the above equations, \( y \) represents the observed water discharge, \( \hat{y} \) represents the forecasted water discharge, \( \bar{y} \) represents the average observed water discharge and average predicted water discharge respectively, and \( n \) represents the number of observations in both calibration and validation stages.

The \( R^2 \) value was used to measure how close the data is to the fitted regression line. It provides information on the strength of the linear relationships between the observed and predicted values. Moreover, the RMSE (5) represents the prediction of the errors in the model.

All analysis was performed using the R programming package. The NeuralR package was used for the ANN model. For the MLR model, an in-house script was written. The ANN model exhibited higher computing times due to the training of the neural network. One catchment at a time was used for both models due to the minimal amount of computer resources required for the MLR (statistical) and the ANN (data-driven). The model ensembles were then used to identify the best estimate for a flood event.

4. RESULTS AND DISCUSSION

The areal significance to the point rainfall values assigned by the Thiessen polygon method for five rain gauges are depicted in Figure 3. The respective sizes of the areas are reported in Table 2.

A relationship was derived between precipitation, soil moisture and discharge, considering days when precipitation was greater than 0.1 mm, and using daily soil moisture data and discharge values for previous days. During 2001-2009, 1,804 days were observed to have a precipitation value of more than 0.1 mm per day. In order to reduce random errors from using linear regression only once, the 1,804 events with precipitation values, rainfall-runoff, and soil moisture were randomly divided into two halves 100 times.

According to the results of the calibration and validation data sets, the median \( R^2 \) value for both data sets was observed as 0.887. This indicates a strong correlation between the considered variables. In addition, both data sets exhibit the same distribution shape (Figs. 4 and 5) for the determined \( R^2 \) values.

The logarithmic linear dependence can be expressed as follows:

\[
\ln Q_{\text{obs}} = 0.228 \ln Q_{\text{mod}} + 0.002 \ln P_{\text{in}} - 0.215 \tag{7}
\]

where \( Q \) represents discharge, \( S_w \) represents soil moisture, \( P \) represents precipitation, the indices 0 and \(-1\) denote the current and previous day respectively.

The resultant model is characterized by the values of the selected performance indices presented in Table 3.

In Figure 6, \( Q_{\text{mod}} \) represents the modelled specific discharge, while \( Q_{\text{obs}} \) represents the observed specific discharge. Both values are converted to mm, in order to have the same units as precipitation and soil moisture. The conversion to discharge involves multiplying the specific discharge by the size of the Wernersbach catchment. The black line in Figure 6 represents the trend line without considering the extreme values, while the green line represents the trend line when extreme values are considered.

The trend lines demonstrate a consistency in the observed maximum values, particularly for the validation data set. Both data sets suggest that the model tends to slightly overestimate high flood events by 1.01% and 14% for the validation and the calibration data sets, respectively.

The range of predicted errors between the simulated value and the measured values for the statistical regression model is shown in Figure 8.

It should be noted that 1,798 rain events from the total 1,804 lie within the range of 0-13 mm, with the maximum (1,593 events) within the range of 0-1 mm.

A good correlation between the simulated and measured specific discharge is observed for the range of 0-13 mm. In contrast, greater uncertainty is associated with discharge above 13 mm, due to the small number of precipitation events within 13-61 mm (only 6 events).

High uncertainty indicates a high demand for data and a small and responsive characterization of the catchment area. Under such conditions, it is difficult to predict any extremes.

The discharge value in the Wernersbach catchment depends primarily on precipitation. A close relationship between all three parameters is exhibited. A significant input from the soil moisture parameter can be observed during events with high discharge values. Using the median absolute deviation (MAD) method (Leyes et al. 2013), 198 precipitation events were determined as "outliers" or bankful discharge. These events suggest a rise in discharge and flood, or high flood, events. Here, we denote them as extreme events.

Following its successful launch, the ANN model was validated. The MLR and ANN models’ results are assessed with a statistical representation of the histograms and Q-Q plots. The data in both models runs are with and without extremes (the 198 events described earlier were excluded). Based on this, different scenarios are analyzed.

A perfect bell-shaped curve representing a normal distribution is observed where the allocated dataset does not include extreme values. The non-linear characteristic of the rainfall-runoff process is normalized using a logarithmic transformation. This transformation is applied in order to provide an improved fit of the \( R^2 \) values to the normal distribution (Fig. 9).

The MAPE value is observed as 153% for the MLR model and 140% for the ANN model. The MAPE errors demonstrate that the ANN model has a smaller variance in prediction errors than the MLR model compared to the original dataset scale.

We find that both models overestimate the simulated values. The dataset validation with extreme values for the MLR model is equal to 14%, while the ANN model demonstrates a lower error value of 0.7% for the dataset validation with extreme values and 0.5% without extremes values.

The above result implies that the ANN model better generalizes the variability of high
floods in the observation period compared to the MLR regression model. The results from the former can be considered more satisfactory over the whole period, with a large annual variability of extreme events. The estimates are sufficient to provide on-time warnings with minimal errors.

The snowmelt factor was not considered as influential in this study. However, including climate change as a driving factor and considering studies for an earlier initiation of the snowmelt season (Schneider, Schönböck 2005; Blöschl et al. 2017), increases the duration of the snowmelt season. Thus, it is important to include snow/ice–melt and temperature in the models in order to provide near real-time forecasts. This will be duly addressed in our future and on-going studies.

Soil moisture is often found to have a triggering influence on floods and is included in the models, depending on the availability of the measured input. In the typical data-poor conditions that characterize flash flood forecasting and warnings, surrogate indexes that implicitly consider the soil moisture initial state, are often extremely useful.

5. CONCLUSION

In this study, we investigate an approach incorporating data-driven modelling for the Wernersbach catchment with three observed parameters: (i) soil moisture, (ii) precipitation of the current day and (iii) precipitation from the previous day. An alternative model is run to compare and validate the results. Both models are on loop fast enough to include several statistical analysis methods, with an efficiency in forecasting results for time stringent cases. Based on the catchment characteristics, the model based on regression analysis is determined as a more effective statistical method for the estimation of flood discharge compared to other methods.

A more detailed alternative approach would involve the use of hydraulic formulae (e.g. Manning equation) or one- or two-dimensional hydraulic models (e.g. the Saint-Venant equations) to convert historical flood levels into historical discharges (Benito et al. 2004). Moreover, flash flood guidance, which tags the rainfall accumulation needed to produce a flood of a given magnitude according to current soil moisture conditions, has proven useful for ungauged basins (Borga et al. 2011).

For the Wernersbach catchment area, our results show that data-driven methods are a feasible alternative to the flash flood guidance approach. the ANN model is generally preferable, even for extreme events, compared to the MLR approach.

However, the considered temporal scale (2001-2009) do not include significant amount of past major hydrological extreme events and exclusion of uncertainties by climate change limits our study in various aspects. Despite these limitations, we are confident ANN model is better suited to the tasks of rainfall-runoff and flood forecasting over traditional MLR approach.

Nevertheless, as per our current knowledge, this study is the only one of its kind done over the Wernersbach catchment and is presumed to build foundation for further application of ANN models in research focusing on the influence of spatial and temporal rainfall patterns on the estimation of rainfall thresholds, as well as the prediction of soil moisture.
Fig. 9a–c. Distribution of $R^2$ and Q-Q plots: a) Including extreme data for the ANN model run; b) including extreme data for the ANN model run; c) including extreme data for the MLR model run.
Fig. 9d-f. Distribution of $R^2$ and Q-Q plots: d) without extreme data for the MLR model run; e) including extreme data for the MLR analysis on the dataset run over logarithm; f) without extreme data the MLR analysis on the dataset run over logarithm.
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