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Abstract. The second formulation of Boccotti’s quasi-determinism theory is investigated. Deep water wave records 
collected in the Baltic Sea with AWAC (Nortek Acoustic Wave and Current profiler) are used in this study.  
The adequacy of Boccotti’s theory for Baltic Sea conditions is evaluated on the basis of some simulations of wave 
groups with a very large maximum wave height. The large waves are chosen using an abnormality index (ratio of 
maximum wave height to significant wave height) with a value greater than 2. Such values of this index are also used 
by different authors for the definition of freak waves. In order to obtain better results, JONSWAP formula is fitted  
to the measured spectra instead of using default JONSWAP parameters for the simulations. Verification of values  
of spectral parameters obtained from the autocovariance function against the same parameters calculated from 
smoothed and not smoothed spectra is presented. Much attention is given to spectral peak period value. The spectral 
width parameter, in QD theory known as narrow bandedness parameter, requires further investigation as the results 
obtained here did not allow the formulating of any functional relation with another – more often used – spectral width 
parameter. The low frequency of sampling of the data allowed only the most important aspects of the theory to be 
checked. A short Matlab function used in QD simulations is presented.
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1.	 Introduction

The randomness of ocean waves forces naval architects 
and marine engineers to use a combination of analytical 
and statistical wave theories in order to obtain information 
necessary for the design of marine structures or for the 
planning of marine operations. Due to the danger posed 
by abnormally high and steep waves, many authors have 
attempted to explore their nature and describe them, both 
statistically and analytically, as accurately as possible 
(Michell 1893; Haver, Andersen 2000; Pelinovsky, Karif 
2000; Guedes Soares et al. 2003, 2004b; Guedes Soares, 
Antão 2004; Antão, Guedes Soares 2015, 2016).

In the period 1970-1979, 26 vessels and 72 lives were 
lost in the seas around Norway. In 13 cases survivors 
confirmed that their vessels capsized due to large break-
ing waves. These events initiated a series of studies on 
the steepness and asymmetry of deep water waves in 
Norway (Myrhaug, Kjeldsen 1984, 1986). The probability 
of marine structure damage connected to extreme local 
steepness was studied by, among others, Guedes Soares  
et al. (2007). Investigations on wave profiles led to the for-
mulation of many definitions describing individual wave 
profiles. A good summary of these definitions can be found 
in Guedes Soares et al. (2004a).

Boccotti’s quasi-determinism theory (QD) describes 
the evolution of random wave groups when either a wave 
with a large crest or a wave with a large height occurs at 
some fixed time and location. On the basis of algorithms 
given in Boccotti (2000), it is possible to calculate a 3D 
wave group profile changing in time and space in deep 
water and this gives better insight into some problems 
concerning modeling wave profiles.

The first results on maxima in Gaussian seas were 
obtained by Lindgren (1970, 1972). The complete mechan-
ics of wave group was then derived by Boccotti (1981, 
1982, 1983, 1989, 2000), who introduced the theory of 
quasi-determinism of the highest ocean waves. This theory 
was proposed in two formulations. The first one deals 
with the wave group mechanics when a high crest occurs 
in afixed time instant and point, and the latter concerns 
when a wave with a large height occurs (Boccotti, 2000).  
The study in this paper is based on the second formulation.

Boccotti (2000) presents formal proof of the consist-
ency of QD with Stokes’ theory. The main point of Stokes’ 
theory is that the heights of waves of linear theory must be 
small with respect to their wavelengths and water depth, 
while Boccotti’s theory assumes very large wave height 
with respect to the standard deviation of the water surface 
displacement in the sea state; the assumptions of both  
of these theories do not disagree with each other.



2 Ewa Antão

A second-order contribution to both formulations of 
QD theory was made by Arena (2005). And Arena et al. 
(2008) presented several numerical applications to show 
how both the spectral bandwidth and the directional 
spreading modify the nonlinear high waves at different 
water depth.

In this paper, the period and height of measured maxi-
mum waves are compared to maximum waves simulated 
with QD theory. A more precise comparison of different 
profile characteristics, like in Antão et al. (2009), was not 
possible due to the low frequency of the sampling of the 
real data. Nevertheless, the simulations are more precise 
than in Antão et al. (2009) because theoretical spectra 
were fitted with JONSWAP formula (Hasselmann et al. 
1973) instead of default values of parameters being used.

Besides the verification of maximum wave profile 
described by QD theory against Baltic Sea data, some 
interesting relationships between spectral and autoco-
variance function parameters were also investigated.  
These relationships allow the evaluation of the type  
of spectrum and its parameters without the calculation 
of the spectrum itself, and they could be of use for naval 
engineers. For instance, the narrow bandedness parameter 
calculated on the basis of the autocovariance function is 
not sensitive to high frequency noise and yields a good 
estimation of spectral width. Boccotti (2000) claims it is 
more effective than other parameters for wind dominated 
sea states. Another interesting point here is the probability 
distribution of wave heights, which he proposes. Its for-
mula is also governed by his parameter of narrow banded-
ness and significant wave height. This distribution is not 
investigated here, however.

2.	 2nd formulation of the Quasi-Determinism theory

Wave groups, in a Gaussian sea, are characterised by 
profiles, in the domains of time and space, which depend 
on the autocovariance function of the free surface displace-
ment. Autocovariance is the most important concept in 
quasi-determinism theory. Boccotti (2000) uses it to infer 
about the type of spectrum of the sea state. Wind domi-
nated sea has autocovariance for which the global mini-
mum is also the first local minimum after the origin of the 
coordinate system (see Figures 1, 4 and 5). Thus, together 
with all the wave group, the profile of the maximum wave 
of such a sea state can be modeled in the domains of time 
and space with QD theory.

Basic statistical properties of a sea state depend on the 
first wave of autocovariance, while the configuration of 
wave groups depends on the first two or three waves of 
it. These waves are called the core of the autocovariance. 

The abscissa of the first minimum (if it is also the global 
minimum) of the autocovariance function T* serves to cal-
culate the profile of the wave group with very large wave 
height (see Fig. 1).

Boccotti’s method to calculate a continuous spectrum 
is based on the autocovariance expressed as a function of 
the variance spectrum (equation 7) but the first estimation 
of the spectral peak period is calculated from the autoco-
variance function defined with usual formula as a temporal 
mean:

then spectral peak period Tp is approximately equal to the 
mean of the periods of the two highest waves of function 
ψ(T).

Another interesting fact concerning the autocovariance 
of the wave record is that spectral width can be evaluated 
from the formula:

In the case of an infinitely narrow spectrum, the auto-
covariance approaches a form close to the cosine function 
and narrow bandedness parameter ψ* approaches 1. With 
the growth of spectral bandwidth, the parameter ψ* gets 
smaller and decreases till zero. The narrow bandedness 
parameter is efficient if the absolute minimum of the auto-
covariance is also its first minimum after the origin of the 
coordinate system, as shown in Fig. 1.

The JONSWAP spectrum (Hasselmann et al. 1973) 
received special attention in QD theory. For it, the relation 
between the abscissa of the first minimum of the normal-
ized autocovariance function and the spectral peak period 
was calculated, as well as the value, or rather narrow inter-
val of values, of the narrow bandedness parameter, which 

Fig. 1. Normalised autocovariance function ψ(T)/ψ(0) for a sea 
state dominated by wind sea (upper plot) and by swell (lower 
plot)

ψ(T) ≡ ‹η(t) · η(t + T)› (1)

(2)
ψ (T*)
ψ (0)

ψ* = ǀ  ǀ 
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is ψ* ϵ (0.62, 0.75). The narrow bandedness parameter ψ* 
also appears, together with significant wave height, in the 
formula for probability density function for wave height in 
Boccotti (2000).

The second formulation of quasi-determinism theory 
deals with the wave group mechanics when a wave of large 
height occurs. More specifically, if a wave with crest-to- 
-trough height equal to H, which is very large with respect 
to the standard deviation σ of the free surface displace-
ment ( , occurs at 
time t0 at point (x0,y0), the free surface displacement, with 
a probability approaching 1, will tend to the following 
deterministic profile:

where Ψ(X, Y, T) defines the space-time covariance:

and T* is the abscissa of the absolute minimum (which 
is assumed to also be the first minimum) of the autoco-
variance ψ(T) at point (x0,y0). Equation 4 can be expressed  
as a function of wave spectrum:

and S(ω,θ) is the non-dimensional directional spectrum 
(JONSWAP formula with directional spreading function 
was used by Boccotti 2000), A is a parameter of JON-
SWAP spectrum S(ω,θ), Lp0 is the wavelength correspond-
ing to spectral peak period, and ωp is the frequency of 
the spectral peak. The formula of JONSWAP spectrum is 
described by equation 6. The non-dimensional wave num-
ber κ(ω) has to be calculated using the iteration method 
with given tolerance.

where: χ1, χ2 are shape parameters (χ1 ≈ 3.3, χ2 ≈ 0.08);  
ωp is the frequency of the spectral peak; A is a parameter 
for design conditions is equal to 0.01; g is the gravity 
acceleration (9.81 m/s2).

Equations 3 and 4 (also 5) allow the calculation of 
the wave groups in any point (x0 + X, y0 + Y), at any time  

(t0 + T). Thus, the theory enables the analysis of wave 
groups both in the time domain and in the space domain. 
Figure 2 shows the effect of QD simulations, though with 
poor resolution, just in the time domain. Nevertheless,  
QD simulations, on a domain dense enough, allow the 
obtaining of 3D visualisations of a wave group profile 
with a very high wave, and its changes in space and time,  
as animation.

The first operation to apply equation 3 is the calcula-
tion of the autocovariance and value T *. It can be obtained 
from the frequency spectrum (equation 7) and in open sea 
autocovariance is the same in every point of wave field:

where ai are amplitudes and ωi are frequencies of harmon-
ics of the variance spectrum.

Practically, for the simulation of a 3D wave group with 
a very high wave it is better to use formula for the space-
time covariance with X = Y = 0, given in the open sea  
by equation 5, from which can be obtained:

where (x0, y0) always denotes the position of the largest 
height. The right-hand side part of this equation 8 can  
be calculated numerically, giving ψ(T)/ψ(0) as a function 
of T/Tp and from here it is possible to obtain T */Tp.

The second part is calculating the water elevation η for 
the wave group, in this case in deep water. Substituting 
in equation 3 the space-time covariance with equation  
5 yields the equality:

where:
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Fig. 2. Changes of wave profile while a wave travels from  
one (back) node of a wave group to the front node of this group; 
the thick line is the wave at its apex; symbols t1,…, t5 over  
the crests of the same wave denote different time instants.
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A formula for velocity potential can be obtained simi-
larly; from this, particle velocities and accelerations and 
pressure fluctuations can be calculated, but these are not 
necessary for this investigation.

3.	 Description of the data used

The data was collected by AWAC – the current  
and directional wave profiler belonging to the Institute 
of Meteorology and Water Management in Gdynia.  
It is placed in deep waters on the sea bed of the Baltic 
Sea near Petrobaltic Beta platform positioned at 55°28’N 
and 18°10’E. AWAC measures water elevation twice per 
hour without too many interruptions (almost continuously) 
throughout the year.

Some erroneous data occasionally appears. This is due 
to the fact that the AWAC is in the vicinity of an oil plat-
form and vessels passing nearby can sometimes interfere 
with wave sensors. Also, in severe storm conditions where 
there are waves breaking, the AST does not detect the water 
surface and thus measurements are based just on pressure 
and at the depth of 80 m this will not produce usable results.

The data are time series of the length of 1 024 points 
with water elevation sampled with a frequency of 0.75 Hz. 
They are collected using the vertical beam of AWAC which 
is an AST beam. It measures the distance to the sea surface 
by use of the simple echo sounder principle. The example 
of one series is presented in Fig. 3. From every record,  
the wave spectrum is calculated and also stored. Some  
statistics of each sea state are calculated and in live mode 
are made available online.

Data collected in October, November and December 
2015 is analysed here; these are 689 time series. For the 
purposes of this work, only series with an abnormality 

index (ratio of maximum wave height to significant wave 
height) greater than 2 were chosen – and among them, 
only series with a wind dominated spectrum. In total, only 
12 series are left. All the series were recorded after the 
peak of the storm when the wind speed decreases and it 
is usually between 8 and 10 m/s and when there is not 
strong wave-breaking turbulence (air bubbles in water 
prevent measurements with AWAC). All these series have 
an autocovariance function for which the global minimum 
is at the same time its first minimum – just as is shown  
in Fig. 4 and 5.

The autocovariance functions plotted are not very 
smooth. This is due to the low frequency of sampling the 
water elevation. Nevertheless, this should suffice for this 
analysis.

4.	 Analysis of the results

Based on QD theory, simulations of the profile of the 
wave group with the maximum wave height were prepared 
for the sea states described in Table 1 using the function 
from appendix A. For each sea state the wave group with the 
maximum wave was captured in 34 stages of its evolution, 
similar to those shown in Fig. 2. Thus, when the maximum 
wave becomes the highest one in the wave group – that is, 
some moments before it attains its apex (and vertical sym-
metry) – the height and period of this wave are recorded 
to obtain the intervals in columns 2 and 4 of Table 2.  
The same is the case with the height and period of this 
wave after it stops being vertically symmetrical and its 
height starts to decrease slowly – the parameters (Hup and 
Tup) are stored till the moment the wave ceases to be the 
maximal one within the wave group. 

It was important to capture the simulated wave and 
obtain some intervals for its parameters because the maxi-

ARG1(ω, θ) ≡ 2� [κ(ω)  sin θ + κ(ω)  cos θ − ω
X T ]Y

Lp0 TpLp0

ARG2(ω, θ) ≡ 2� [κ(ω)  sin θ + κ(ω)  cos θ − ω ]X
Lp0
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Y
Lp0

T*

Tp
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∞

0   
∫
2�
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S(ω, θ)[1 − cos(2�ω )]dθ dω

Fig. 3. Example of time series recorded by AWAC – record 24

Tab. 1. Sea state parameters of the series analysed

No series Hs

[m]
Tp

[s]

1 1.2 5.0

6 1.2 5.3

15 0.8 5.0

23 1.2 5.0

24 1.6 6.7

28 1.7 6.3

40 0.7 5.3

42 1.1 6.0

43 1.1 5.9

44 1.4 5.0

45 1.6 6.0

46 1.6 6.2
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mum wave measured at sea rarely is in its apex thus it is 
not vertically symmetrical. Neither are simulated profiles 
of the maximum wave just before and just after the apex 
moment. From this comes the necessity of using up-cross-
ing definition for height and period even in the case of the 
simulated wave profiles.

The hereinbefore described way of simulating a wave 
group with very large waves served to prepare Table 2 
for comparison of simulations with measured wave data. 
Looking at the table, one can see that the maximum wave 
period of a measured wave is very close to the interval 
obtained from simulations or that it falls within the lim-
its of this interval. The distance of the real value from  
the interval is no more than 0.3 s, which is equivalent  
to 14 cm of wave length for deep water. Most probably,  
the parameters of the real maximum wave were not 
measured precisely due to the low frequency of sampling. 

Another probable reason explaining this small difference 
may be that the simulated maximum wave profile should 
be captured more than 34 times. Nevertheless, the result 
is quite satisfactory, because, contrary to maximum wave 
height, the maximum wave period is not given as an input 
for the simulations.

The usual application of QD theory allows the usage 
of the profile of the maximum wave at its apex only, since 
the further from the crest of the maximum wave the less 
precise the simulated profile of the wave group is. A good 
example of the accepted employment of QD is in Romolo 
and Arena (2013). To justify the construction of the inter-
vals it was confirmed that the distance of each simulated 
wave crest from the apex crest is not more than one 
period equal to Tp (see also Boccotti 2000, page 316-317).  
One expects the theory to be true for this distance, espe-
cially as the results do not say any different. Moreover, 
Boccotti himself uses maximum wave simulations within 
the distance of Tp from the apex in order to reason about 
small changes in the maximum wave period.

Another question is the precision of measurements 
and its influence on the comparison with QD theory.  
The AST beam of AWAC samples the water surface with  
a frequency of 0.75 Hz, which means the shortest wave 
that can be resolved is a 0.375 Hz wave (equivalent to  
2.67 s period). Nevertheless, there exists the limit imposed 
by the ensonified area of the water surface, called the foot-
print (Pedersen, Lohrmann 2004).

The diameter of the footprint generated by the verti-
cal AST beam of AWAC is calculated using the fact that 
the beam opening angle is 1.7 degrees. This and the fact 
that AWAC operates at 80 m depth yields the diameter of 
the AST footprint: 4.75 m. IMGW AWAC is tilted and the 
tilt from vertical is 2.3 degrees, which gives a footprint 
of 4.76 m. It is exactly half of the smallest wave which 

Fig. 4. Wave spectrum and autocovariance function with spectral 
peak values calculated from them (record 6)

Fig. 5. Autocovariance function with spectral peak values calcu-
lated from them (record 24)

Table 2. Parameters of maximum wave – measured and simu-
lated with QD theory

No
series

Hup

simulated [m]
Hup

measured [m]
Tup

simulated [s]
Tup

measured [s]

1 [1.72 , 2.00] 1.97 [4.8 , 4.9] 5.0

6 [1.59 , 1.85] 1.85 [5.0 , 5.2] 5.5

15 [0.86 , 1.02] 1.00 [4.7 , 4.9] 4.9

23 [1.74 , 2.04] 2.01 [4.8 , 4.9] 4.6

24 [2.28 , 2.87] 2.89 [5.7 , 6.1] 6.2

28 [2.21 , 2.81] 2.83 [5.7 , 6.1] 6.0

40 [0.77 , 1.09] 0.97 [4.4 , 5.0] 4.8

42 [1.23 , 1.55] 1.55 [5.4 , 5.7] 5.7

43 [1.58 , 1.93] 1.95 [5.5 , 5.8] 5.3

44 [1.85 , 2.27] 2.27 [4.9 , 5.1] 5.4

45 [1.50 , 1.86] 1.87 [5.4 , 5.8] 5.9

46 [2.14 , 2.71] 2.73 [5.7 , 6.1] 5.4



6 Ewa Antão

is measurable by AWAC from the depth of 80 m. Thus,  
the smallest measurable wave period is 2.47 s.

Analysing values of measured and simulated periods, 
one can see that they are larger than the period obtained 
for Nyquist frequency, which is equal to 2.67 s. The same 
situation is present in the case of the period limit obtained 
from the diameter of the AST footprint. This means the 
measurements are credible enough to be used in this study.

The AST does not suffer from the attenuation effects 
associated with increasing depth. It measures oscillations 
of water elevation in the range –15 m to 15 m with sur-
face tracking precision of 1 cm. This magnitude of error 
will not influence the conclusion from Table 2 concern-
ing wave heights. The distances of measured waves from 
intervals obtained through simulations are not larger than 
3 cm, which gives 3 cm ± 1 cm for waves of the height 
from the interval [0.77 m, 2.89 m].

Boccotti (2000), as a first estimation of a spectral peak 
period for further calculations, suggests using the period 
calculated as the mean of the two highest waves of the 
autocovariance function. There is a peak period from the 
spectrum and another one from the autocovariance func-
tion presented in Table 3 (columns 2 and 5). The peak 
period from the spectrum in column 2 was obtained from 
our own calculations and not by AWAC. AWAC spectra 
are very smooth and usually have only one peak – for 
comparison see Fig. 6. This is good for automatic calcula-
tions and data presentation or in situations when one has 
to fit a measured spectrum with a theoretical one, like for 
example with JONSWAP formula, for the needs of simula-
tions – for an assessment of the quality of these fits see  
Fig. 7, as well as Table 3 (columns 3 and 4).

The peak period from the autocovariance function 
seems to reflect the peak period value of the spectrum 
before smoothing. Analysing plots in Fig. 6 and comparing 
respective values of peak period from Table 3, columns 2, 
3 and 5, for sea states 24 and 15 yields such a conclusion. 
One can immediately see that a higher value of spectral 
peak for sea state 24, calculated from the autocovariance 
function, and a less smoothed spectrum differs from the 
AWAC peak value due to the smoother structure of the 
spectrum – compare Fig. 6, left plot, and Table 3, row 5.

To confirm this conclusion see Fig. 6, right plot, and 
Table 3, row 3. Here both smoothed (the less smooth cal-
culated by the author, and smoother obtained from AWAC) 
spectra have the same value of spectral peak, while the 
peak value calculated from the autocovariance function 
is slightly greater (frequency of the peak is smaller) and 
closer to the not smoothed spectrum peak value.

Another estimation of spectral peak period given by 
Boccotti (2000) was one with the abscissa of the first mini-
mum (if it is also the global minimum) of the autocovariance 
function T*. This was calculated and it is presented in Table 
3, column 6. It seems very rough. The reason may be the 
large interval of sampling of the free water surface. Prob-
ably, in the case of the mean of two waves of the autocovari-
ance function, the error coming from a too small frequency 
of sampling was more disguised and the peak value came 
out as more precise and closer to the real value. It is also 
possible that the estimation of spectral peak frequency from 
equality Tp ≈ T*/0.44 is not as efficient as the other estima-
tion (which is the mean of two waves of the autocovariance 
function – Table 3, column 5) and can only serve for a very 
robust approximation of the real value.

Tab. 3. Sea state parameters – calculated from slightly smoothed spectrum (column 2),
AWAC spectrum (column 3), JONSWAP fit to the AWAC spectrum (column 4,7), obtained with QD (column 5, 6, 8)

No 
series

Tp

(calc)
Tp

(AWAC)
Tp

(JONSWAP fit)
Tp

(akov) Tp = T*/0.44 χ1

(fits) ψ*

1 2 3 4 5 6 7 8

1 5.0 5.0 5.0 5.3 6.1 4.1 0.45

6 5.3 5.4 5.4 5.3 6.1 4.5 0.54

15 5.0 5.0 5.0 5.4 6.1 2.8 0.35

23 5.0 5.0 5.0 5.4 6.1 3.6 0.44

24 6.7 6.3 6.3 6.7 6.1 2.5 0.60

28 6.3 6.3 6.2 6.1 6.1 2.2 0.62

40 5.3 5.3 5.1 5.4 3.0 1.4 0.30

42 6.0 5.9 5.8 5.4 6.1 2.1 0.45

43 5.9 5.9 5.9 6.0 6.1 3.2 0.50

44 5.0 5.3 5.1 5.3 6.1 1.9 0.49

45 6.0 5.9 5.9 6.1 6.1 2.6 0.53

46 6.2 6.3 6.2 6.0 6.1 2.4 0.60
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Comparison of shapes of autocovariance function cal-
culated from waves and from different spectra is shown in 
Fig. 5. There are differences in the positions of maxima 
and minima of the function, and for this reason it is always 
better to use an autocovariance function calculated directly 
from an instantaneous water elevation record if possible.

Fits of measured spectra (i.e., AWAC spectra) with 
JONSWAP formula using the optimisation method were 
also prepared. Some examples of such fits are presented 
in Fig. 7 and the values of respective spectral peaks are in 
Table 3, columns 3 and 4. The fits seem to be quite satis-
factory. Values of χ1 parameter of the JONSWAP spectrum 
obtained from fitting and used in QD simulations are 
shown in Table 3. It is visible that values from fits differ 
significantly from the default value of 3.3 (often used by 
different authors) and that this influenced QD simulations 
and obtained from them maximum wave parameters.

The narrow bandedness parameter ψ* was calculated. 
It is another spectral characteristic that can be evaluated 
quickly from the autocovariance function and without 
calculating the spectrum itself, as well as without concern 

about uncertainties coming from spectrum estimation. 
Boccotti’s parameter neglects very high spectral frequen-
cies. Nevertheless, they are probably not very important 
for engineering purposes. The values of the narrow band-
edness parameter came out quite small when compared to 
those predicted for wind sea by Boccotti (2000) – check 
Table 3, last column. Values below 0.65 indicate wind 
waves superimposed on swell, thus a wider spectrum. 
Nevertheless, calculations of spectral width parameter 
defined by Longuet-Higgins (1983) as:

where m0, m1, and m2 are spectral moments, gave values of 
n belonging to the interval [0.31,0.38] for investigated sea 
states. This means that these series are of a very narrow 
spectral band. It is difficult to interpret the obtained result. 
The small frequency of the data sampling could partly 
explain this problem.

Fig. 6. Left, rec. 24 – smoother spectrum from AWAC (line with stars) results in a greater shift of peak frequency value compared to 
the less smooth calculated spectrum (line with crosses) and not smoothed spectrum (vertical spikes); right, rec. 15 – spectrum with 
smaller peak shift due to the compact structure of not smoothed spectrum.

Fig. 7. Fit of JONSWAP spectrum with optimisation method to the AWAC spectrum; Left-hand side – rec. 24, better fits, right-hand 
side – rec. 40, worse fits

m0 m2

m1
2  − 1υ = √ (10)
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5.	 Conclusions

Boccotti’s theory of quasi-determinism (Boccotti 2000) 
was verified against Baltic Sea deep water wave measure-
ments using simulations of profiles of wave groups with 
the maximum wave of a sea state. The data was collected 
with AWAC. The fairly large sampling interval made the 
maximum wave profile not precise enough for investiga-
tion on different individual wave steepness parameters. 
Nevertheless, basic parameters, such as wave period and 
height, were investigated. The values of maximum wave 
period simulated and measured seem to be close enough 
to allow the statement that the theory gives a satisfying 
approximation of measurements, taking into account the 
low sampling frequency of the measured data.

It was confirmed that QD theory is an excellent tool 
for the estimation of a basic sea state parameter, namely 
spectral peak period, directly from the autocovariance 
function. This allows the calculation and smoothing of the 
spectrum, which contribute to errors, to be avoided.

Boccotti’s spectral narrow bandedness parameter was 
calculated and compared with the spectral width parameter 
from Longuet-Higgins. Establishing any functional rela-
tion between both parameters was not successful. More 
investigation is necessary on this subject because, due to 
the low frequency of sampling and autocovariance func-
tion not being smooth enough, it was difficult to interpret 
the obtained result.

In order to encourage the testing of QD theory against 
different data, and also to avoid lengthy explanations con-
cerning calculations, the main function used to simulate 
the theory in this investigation is given in appendix A.

APPENDIX A
Matlab function to calculate the wave group profile with 
the maximum wave height in a series.

X = 0; Y = [–0.5:0.03:0.5]’.*Lp; T = [4:0.1:4].*Tp;
function [x,y,t,eta] = waterElev(X,Y,T,theta,w,k,Hmax,Tp, 
domin_theta,Ts,chi1)
% waterElev calculates water elevation in points given by 
vectors X,Y,T on the basis of Quasideterminism Theory
%
% CALL: [x,y,t,eta] = waterElevForAnim(X,Y,T,theta,w,k, 
Hmax,Tp,domin_theta,Ts,chi1);
%
% input:
% X, Y, T – are vectors, which are coordinates in space and 
time of a point for which we want to calculate the water 
elevation
% theta − is a vector of angles

% w − is a vector of dimensionless angular frequency
% k − is a vector of dimensionless wave number corre-
sponding to w its length = length(w)
% Hmax − maximum wave height in the time series
% Tp − spectral peak period
% domin_theta − spectral peak period
% Ts − the abscissa of the absolute minimum of autoco-
variance fi(T)
% chi1 − parameter of fitted JONSWAP spectrum
%
% output:
% eta − water elevation in the point X,Y and time T
% x, y, t − are vectors, which are coordinates in space and 
time for water elevation values in eta
%
% Example: 
% [x,y,t,eta] = waterElevForAnim(X,Y,T,theta,w,k,Hmax,
Tp,domin_theta,[],chi1);

% bibl. Boccotti p. 312
%-------------------------------------------------------------------
if nargin<10|isempty(Ts)
Ts = 0.44*Tp; % better use real value
end
domin_theta = domin_theta*pi/180; % degrees to rad
d_w = w(2)-w(1);
d_theta = theta(2)-theta(1);
%-------------------------------------------------------------------
% 5D arrays X,Y,T,theta,w and k for the calculation of eta
X1 = X; % (1D)
Y1 = Y; % (1D)
T1 = T; % (1D)
theta1 = theta; % (1D)
[X,Y,T,theta,w] = ndgrid(X1,Y1,T1,theta1,w); % 
X,Y,T,theta,k arrays (5D)
[X,Y,T,theta,k] = ndgrid(X1,Y1,T1,theta1,k); % w array 
(5D)
%-------------------------------------------------------------------
% Nondimensional JONSWAP Spectrum
% chi1 = 3.3; % better use real value
chi2 = 0.08;
aux = exp(-(w-1).^2./(2.*chi2.^2));
SD1 = w.^-5.*exp(-5./4.*w.^-4).*exp(log(chi1).*aux);
%-------------------------------------------------------------------
% Directional Spreading Function
n_p = 20;
% calculate n(w)
n = n_p.*w.^5;
positions = find(w>1);
n(positions) = n_p.*w(positions).^-2.5;
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% calculate normalisation factor
aux = ((cos(theta./2)).^2).^n;
aux = sum(aux,4).*d_theta;
normalisationFactor = 1./aux;
% normalisationFactor 5 dimensional array
[X,Y,T,theta,normalisationFactor] = ...
                                    ndgrid(X1,Y1,T1, ...
                                             theta1, ...
                 squeeze(normalisationFactor(1,1,1,1,:)));
% calculate directional spreading function
aux = cos((theta-domin_theta)./2);
D = normalisationFactor.*(aux.^2).^n;
%-------------------------------------------------------------------
% Directional Spectrum
S_dir = SD1.*D;
%-------------------------------------------------------------------
% Water elevation (wave group with a large wave)
Lp0=1.56*Tp^2;
ARG1 = 2.*pi.*(k.*X./Lp0.*sin(theta)+k.*Y./
Lp0.*cos(theta)-w.*T./Tp);
ARG2 = ARG1+2.*pi.*w.*Ts./Tp;
D0 = sum(sum(S_dir.*(1-cos(2.*pi.*w.*Ts./Tp)),5),4).*d_
theta.*d_w;
aux = sum(sum(S_dir.*(cos(ARG1)-cos(ARG2)),5),4);
eta = Hmax./2.*aux.*d_theta.*d_w./D0;
x = X(:,:,1,1,1);
y = Y(:,:,1,1,1);
t = T1;
figure
eta = squeeze(eta);
plot(t,eta,’+-’);
%-------------------------------------------------------------------
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